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ABSTRACT 

The idea of network chunks being described as 

virtual subsets of the physical resources of 5G 

infrastructure is used in standards for 5G 

communications. The efficiency of ML predictors 

for traffic prediction in 5G networks has been 

established in recent research so that it becomes 

to assess the capability demands of each network 

slice and to see how it progresses as a large 

number of network slices are deployed over a 5G 

network over time to be very important. The main 

objective of this research is to establish the model 

that has the potential to help network management 

and resource allocation in 5G networks with 

machine learning performance analysis in 

predicting network traffic on high-dimensional 

spatial-temporal cellular data, in addition to 

investigating the effectiveness of various neural 

network models in traffic prediction from 

univariate and multivariate perspectives. The 

research method used is a quantitative research 

method using correlation analysis, statistical 

analysis, and distribution analysis on the temporal 

and spatiotemporal frameworks developed to 

predict traffic from a univariate and multivariate 

perspective. To predict 24-hour mobile traffic 

requires combining spatial and temporal 

dependencies. The univariate analysis will be 

carried out by applying a temporal framework that 

includes FCSN, 1DCNN, SSLSTM and ARLSTM to 

capture temporal dependencies. The results of 

various experiments in this study show that the 

proposed spatiotemporal model outperforms the 

temporal model and other techniques in the mobile 

traffic forecasting literature including internet, 

SMS, and calls. Therefore, it is expected that 

network optimization and more effective resource 

allocation can be carried out by predicting 

cellular traffic through the proposed 2D-

ConvLSTM model. In future work, prediction 

performance can be improved and 2D-ConvLSTM 

model deployment in 5G networks can be 

optimized automatically 

Keywords: 5G network, machine learning 

network, traffic forecasting, spatiotemporal 

models, temporal analysis. 
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INTRODUCTION 

As cellular technology advances toward the current fifth-generation (5G ) technology, 

telecommunication traffic forecasting becomes very important, especially in terms of 

providing intelligent management features. “Assessing the resources on each network slice 

and analyzing changes in a large number of network chunks over time deployed over a 5G 

network is critical” (Ravindran, et al 2016). Network management and optimization strategies 

are more effective when mobile operators know in advance the demand for mobile data 

traffic at specific times and locations. Because the accuracy of prediction models is of great 

importance, this study focuses on near-term mobile traffic predictions using temporal and 

Spatio-temporal approaches. A real cellular traffic dataset was used in this study to evaluate 

the performance of various neural network models in predicting cellular traffic. The proposed 

Spatio-temporal network can be practically used for resource allocation and network 

management. 

5G networks use a variety of technologies to meet these requirements, network 

cutting being one of the most important. Shared network resources’ physics can be actively 

and effectively scattered into intelligent network slices depending on changing user needs by 

leveraging cloud computing and virtualization technologies. It is very important to identify 

the resource demands and these requirements change supplementary. If a network slice 

requires more resources than originally allocated, it is considered under-available. This 

results in poor network performance and QoS for users. Conversely, if a network slice uses 

fewer resources, it will be over-provisioned. In this case, the resource is not required but the 

resource will remain active, this can incur expenses on the infrastructure provider. 

Dynamically adjusting the resources allocated to network slices is critical as both scenarios 

impose costs on the infrastructure provider and lead to a reduction in the quality of service. 

Therefore, dynamically allocating resources in recognition of the traffic profile of each slice 

becomes very important. In addition, with the development of 5G technology, 

communication networks are becoming smarter and self-organizing. Afolabi (2017) 

explained “ML and time series analysis, which have been used in various applications, are 

considered powerful tools for modeling and forecasting network traffic. Incorporating 

adaptable machine intelligence into future cellular networks is attracting much attention in 

the scientific community”. According to the research by Li, et al 2014 and Hu, et al 2015 

described “This trend is represented in the development of network systems that utilize 

machine learning techniques to address challenges ranging from ‘radio access technology or 

‘RAT’ selection to malware diagnosis”. 
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ML can be used to systematically extract appropriate information from movement 

data and automatically detect relationships too complex for human experts. In this study, the 

predictive performance of several neural network models is evaluated in mobile traffic 

forecasting. In particular, temporal and spatiotemporal frameworks were developed for 

univariate and multivariate analysis to predict mobile traffic 24 hours into the future. 

The data generated by mobile devices varies widely because it is often aggregated in 

multiple formats from multiple sources. Classical machine learning methods are rendered 

unfeasible for solving challenges in this space such as data abstraction and meaning. 

According to the research by Chen et al, 2015, “as the data scale increases, performance does 

not increase”. Research by Kazmier, 2004 explained, “in control problems, they cannot 

manage highly dimensional spaces”. Thus, the integration of deep learning into 5G cellular 

and wireless networks is fully justified by automated and intelligent data representation and 

feature selection. This means that data can be effectively filtered and higher-level 

abstractions detected while reducing the need for preprocessing. The research by Wang et al, 

2017 “proposed an approach that combines auto-encoders with ‘long short-term 

memory’/’LSTM’ networks to take advantage of the spatial dependence of different cells”. 

However, by Geoffrey (2006) explained about “the representations learned by auto-encoders 

are missing depictions of the original data and they may not adequately capture the spatial 

dependence of nearby cells”. 

Data Sets 

The multi-source dataset generated by Indonesian telecommunications end of 2017 is 

used in this research. This is one of the most comprehensive assortments of operators. This 

collection was originally developed to address big data challenges with approaches ranging 

from mobile networks to communal utilization. This data set consists of data archives 

regarding information technology, climate, disclosure, social networks, and utilities from 

2013 to 2017. In this study, telecommunications records are used to predict traffic.  The main 

target of this research is to establish a model that has the potential to help network 

management and resource allocation in 5G networks with machine learning performance 

analysis in predicting network traffic on high-dimensional spatial-temporal cellular data, in 

addition to investigating the effectiveness of various neural network models in traffic 

prediction from univariate and multivariate perspectives. The univariate analysis will be 

carried out by applying a temporal framework that includes a “Fully connected sequential 

Network” “FCSN”, “one-dimensional convolutional neural network” “1DCNN”, “single-

shot learning LSTM” “SSLSTM”, and “autoregressive LSTM” “ARLSTM” to capture 
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temporal dependencies. In the second part, a multivariate spatiotemporal analysis will be 

performed using a 2-dimensional convolution LSTM (2D-ConvLSTM) to forecast traffic on 

Indonesian telecommunication data. The goal of the multivariate spatiotemporal analysis is to 

incorporate dependencies between different variables, and spatial and temporal information 

into predictive modeling automatically. 

 

LITERATURE REVIEW 

5G is a more powerful unified air interface designed with expanded capacity to enable 

next-generation user experiences, enable new delivery models, and deliver new services. 5G 

wireless technology is expected to deliver higher data rates, ultra-low latency, higher 

reliability, massive network capacity, improved availability, and a more consistent user 

experience for more users. Higher performance and increased efficiency will enable new user 

experiences and connect new industries. The industry is considering seeing how the network 

can be used to overcome the intense capacity and conduct demands in the future as the 

demand for enhanced mobile broadband experiences continues to grow. Enabling multiple 

platforms to function together as a unified entity, mostly controlled by software and adaptable 

to any consumption pattern, is the real challenge. In this context, 5G is expected to meet 

industrial and social demands. It focuses on increasing capacity by combining existing 

methodologies with advances in radio technology or if necessary, transformations in system 

design concepts. In addition, 5G has provided fast and wide internet coverage since 2020. A 

standardized and more uniform solution will enable much greater volume and therefore 

higher integration density. In addition, the proposed solution will lower energy use, and 

reduce costs. The key enabler of 5G networks is the use of artificial intelligence (AI).  

 

METHODOLOGY 

The temporal and spatiotemporal frameworks were developed to predict traffic from 

univariate and multivariate perspectives. Within the temporal framework, “FCSN”, 

“1DCNN”, “SSLSTM”, and “ARLSTM” are used to predict mobile traffic in SMS, call, and 

internet time series individually. To incorporate the dependence of the spatial and temporal 

data, a multivariate analysis was also performed. For the spatiotemporal framework, a 2-

dimensional Convolution LSTM model is proposed to predict 24-hour mobile traffic using 

multi-channel data including SMS, call, internet, and count. Next, to evaluate the supposed 

model’s performance for both frameworks, the basic model is given here. 
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The appropriate files for investigation are collected by organizing the original data set 

according to "DateTime" and "square". In each “Grid ID”, one sub-set is created in a total of 

10,000 subsets. Besides a large number of traffic cells is zero in ten minutes timeframe of the 

data set, which creates the data very sparsely. Furthermore, resource planning at the 10-

minute level is a difficult task that can lead to network instability or intensive aerial. 

Therefore, the data is resampled every hour by totaling the traffic. The 3 parts that are added 

to the data file are "count", "sms" and "calls". 

 

Figure 1 – Interaction (correlation) between variables 

The total of days of the week from the "datetime" column is extracted. Weekends are 

separated from weekdays which means Saturdays and Sundays are marked True and 

weekdays False in the “weekend” column. Next, it takes the holidays in November and 

December, and the first day of January and generates a “vacation” feature. Additionally, a 

new feature called "sections of the day" where the hours between 06:00 and 18:00 is 

considered the time of day indicated by 1 and the time of night by 0. 

Correlation analysis 

Next, the correlations between the different variables are calculated, as shown in 

Figure 1, with correlation coefficients in the range of -1 to 1. The coefficient of nearly 1 

indicates a significant and specific relation between the two variables, implying that as one 

grows, the other will increases, and if one decreases, the other also decreases. A coefficient of 

around -1 indicates a significant negative relationship between the two variables, indicating 

that observations with high values in one variable tend to have lower values in the other 

variable or vice versa. Additionally, if the coefficients are close to zero there is no linear 

relationship between the two variables. Figure 1 shows the positive correlation between 

"sms", "internet", & "calls". Also, there is a slight correlation between "day parts", "count", 

"internet", "sms" and "calls". 
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Statistic analysis 

Also, the skewness and kurtosis of all features are calculated as shown in Table 2. 

Because the skewness of all features is positive, the features have a long right tail. In 

addition, because the internet, count, call, and sms kurtosis is greater than 3, this indicates 

that the dataset has heavier tails than the normal distribution illustrated in Figure 2. 

Table 1 - Slopes and kurtosis of features 

 

 

Figure 2 - Skewness and kurtosis of features 

In addition, for a visual assessment of any abnormality and any correlation between 

the data recorded on holidays and weekends, the time series of the recorded data with their 

corresponding means and standard deviations were plotted. 
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Distribution analysis 

Furthermore, the sms, count, call, and internet probability density functions (PDF) for 

“grid 5161” and “grid 7524” are illustrated in Figure 5. For the "5161 grid" the distribution is 

bimodal which has two peaks. Whereas on the "7524 grid", because there is a sudden increase 

on certain days bimodality is not observed. 

 

Figure 3 - Time series visualization of the '7524 grid' 
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Figure 4 - PDF of 'grid 5161” and “grid 7524” 

For further analysis, a data frame for internet, sms, and call averages for all network 

IDs, a feature histogram, based on their averages, is generated and displayed with a right-

slant. 

Temporary data set 

Since datetime as a string is useless, the "datetime" value is changed to insufficient. 

Nonetheless, the data has daily and weekly periodization. To work around this problem, the 

time-frequency representation is as follows: 

 

 

where  

t = time in second 

P = cycle length 

In this temporal dataset, "internet", "count", "sms", "calls", "Day sin", "Day cos", 

"week sin" and "week cos" are used as inputs to predict mobile traffic from each grid for the 

next 24 hours features internet, count, sms, call, and frequency based on the previous 24 

hours. 



 
 
110 
   p-ISSN : 2087-0868    e-ISSN :  2598-9707 

JURNAL ILMIAH TEKNOLOGI INFORMASI DAN KOMUNIKASI (JTIK) VOL 13, No.2, September 2022,  

pp. 102 – 131 
 
 
 
 

 

Figure  5 The average traffic of each network 

Spatiotemporal data set 

In a spatiotemporal dataset, the observed data for a given time is like a frame with 100 

× 100 pixels. The spatiotemporal dataset looks like (1487,100, 100, 4) where 1487 denotes 

the time step (hours), 100 × 100 denotes longitude and latitude and 4 denotes the channel 

including internet, count, sms, and call as model inputs. In addition, Min-Max scaling is 

applied to the data set to re-scale the range of features between the ranges in [0, 1]. In Figure 

6, an x grid and a y grid containing 100 × 100 grids (10,000 grids in total), and time steps 

from 1 to 1487 hours, are illustrated. In addition, on the right side is shown the frame of the 

last time step where each cube contains internet, count, sms, and call records. Higher internet 

consumption is shown in a lighter color while low internet usage is depicted in a darker color. 

Interim predictive models 

Several neural network-based models, as well as base models, are used.  

 

Figure 6 - Spatiotemporal data schema 
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Figure 7 - Internet usage frames from time steps 1 to 4. 

The temporal basis predictive model 

The work’s models of machine learning are very useful for establishing a baseline for 

comparison. As a temporal baseline, it is assumed that the 24-hour prediction will have the 

same pattern.  

 

Figure 8 -Baseline Structure Block Diagram. 

FCSN 

According to the research by Volodymyr, et al (2015) “A fully connected neural 

network consists of a sequence of fully connected layers, where each layer's neurons are 

connected to neurons in another layer, a crucial advantage of quite united networks is that 

they are ‘structure agnostic,’ sense no specific hypo-research on input is required. This study 

proposes an FCSN that stacks two dense layers in Figure 9. “Rectified linear unit activation” 

or “RELU” is accustomed study complex patterns in data. Also, the graph in Figure 9 

illustrates the connections in a neural network. Each node in this diagram is labeled with the 

shape of its input and output matrix. 
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Figure 9 - FCSN Structure Block Diagram. 

 

Figure 10 - Graphical visualization of the FCSN model. 

1DCNN 

A one-spatial involutional network produces an output tensor by connecting an input 

with a one-spatial involutional kernel. A convolutional model makes predictions based on a 

fixed-width history. It can perform better than dense models because it allows you to observe 

changes over time. In this study, his 1DCNN with kernel size 6 and RELU activation 

function was developed to predict communication traffic for the next 24 hours. This study 

also uses Graphviz to describe connections between neural networks. Each node in this 

diagram is labeled in the form of the input and output matrix. 

 

Figure 11 - 1DCNN Structure Block Diagram. 
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SSLSTM 

LSTM networks are a special type of RNN developed to prevent the missing gradient 

problem. By utilizing LSTM cells long-term dependence can be learned from the data ( 

Hochreiter , et al 1997). The structure of the LSTM unit makes it possible to study long-term 

dependencies. Unlike ordinary neurons, LSTMs contain gates that control the learning 

process. Through the use of structures known as gates, each LSTM cell can retain or forget 

information about previous network states. Additionally, LSTM has proven its prowess in 

speech translation. The model gathers for 24 hours of internal status before providing a single 

estimate for the next 24 hours. 

 

Figure 12 - Graphical visualization of the 1DCNN model. 

The graph in Figure 13 shows the connections in the LSTM network. Each node in 

this diagram is labeled with the shape of its input and output matrix. 

 

Figure 13 - SSLSTM Structure block diagram. 
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Figure 14 - Graphical visualization of the SSLSTM model. 

ARLSTM 

All the above models give the integrated output sequence in one step. It may be useful 

for the model to decompose these predictions into discrete times. As in a classical’s RNN, 

each model's output can be fed back to itself at each stage to generate a sequence and make 

predictions based on the previous model. The position of this type of model is that it can be 

tuned to produce outputs of different lengths. In this work, a sequential model is proposed by 

packing the LSTM cell layer into the lower level of the RNN layer to simplify the "warm-up" 

method of predicting communication service for the next 24 hours. The warm-up method 

displays single-time step predictions and the internal state of the LSTM. With the state of the 

RNN and initial predictions, it is possible to continue with the iteration of the model and 

enter the predictions at each time step as input to predict the next time step. In addition, a 

summary of the ARLSTM model is illustrated in Figure 16. The model summary contains 

information, output format, total parameters and total in each layer. 

 

Figure 15 - ARLSTM Structure Block Diagram. 
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Spatiotemporal models 

The model of 2D ConvLSTM is suggested for the multivariate Spatio-temporal 

investigation to predict mobile traffic in the next 24 hours, moreover, the spatiotemporal 

baseline is used as a benchmark to evaluate the effectiveness of the 2D-ConvLSTM model. 

The basic spatiotemporal model 

Before developing a spatiotemporal model, it is helpful to establish a performance 

baseline for comparison. 

 

Figure 16 - Summary of the ARLSTM model. 

2D-ConvLSTM 

To extract the dependencies of spatial and temporal data simultaneously and 

incorporate them in traffic predictions, a 2D-ConvLSTM network is proposed to analyze 

multichannel spatiotemporal data. The proposed 2D-ConvLSTM framework consists of 4 

Convolutional 2D layers of LSTM and a layer of 3D Convolutional. The proposed 

spatiotemporal model framework is illustrated in Figure 17. For the input, data in the form of 

(24,100,100.4) is considered capable of performing multivariate analysis and includes 

correlations between variables, space, and time. To be exact, the input data consists of 24-

hour records across all networks for 4 channels including internet, count, sms, and call 

records. In the proposed model, the input data with the shape mentioned above is fed into the 

2D Convolution LSTM layer which extracts the features in 10 channels. In the next layer, the 

10 channels obtained are scaled down through progressive channel sorting to 8, 5, and 3 

channels respectively, for optimization and reduction of the number of parameters. The 

features extracted in each layer are normalized for mean centering and variance scaling. This 

batch normalization reduces the risk of shifting the internal co-variate in the next layer, the 3 

channels obtained are then fed into the 3D convolution layer in the last layer to predict the 
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next mobile traffic frame for each data type, d. D ∈ {internet, sms, call} denotes a particular 

type of mobile traffic that is estimated individually by the proposed spatiotemporal 2D-

ConvLSTM model.  

 

Figure 17 - The 2D-ConvLSTM model framework. 

 

RESULTS AND EVALUATION 

Evaluation metrics 

To assess the work of the proposed prediction model correlated to another works, in 

this research the temporal and spatiotemporal models were evaluated by utilizing MAE and 

RMSE. 

Absolute mean error (MAE) 

The average size of the error in a series of predictions is measured by MAE. Absolute 

differences between model predictions and actual observations are averaged over the test 

sample with MAE. 

 

where  

n = total number of data points 

yi = actual output value 

yi = predicted value for the ith data point. 
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Figure 18 - Summary of the 2D-ConvLSTM model. 

RMSE 

RMSE or “Root mean squared error” is the equal root of the moderate of the marked 

characteristic between the predicted and observed values. 

 

where  

n = total number of data points 

yi = actual output value 

yi = predicted value for the ith data point.  

RMSE is more sensitive to data with larger differences between actual and predicted 

values. RMSE is more sensitive to outliers compared to MAE. In fact, data with higher errors 

will skew the RMSE 
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Temporal mobile traffic prediction 

The data set is allocated 70% in every grid, and every grid consists of 1487file. From 

1040 records divided into 298 records for the validation set, 20% for the instructions set and 

10% of the data set 149 records for corresponding, are devoted to the test set. In addition, the 

hyperparameters are set to control the learning process toward optimal predictions. 

 Temporal baseline: The lowest validation loss was achieved by utilizing MSE as a 

loss function, Adam optimizer, and 0.001 learning rate. In addition, the temporal 

baseline is prepared based on the use of time step 1 to predict the first observation 

point, time step 2 to predict the 2nd observation point, and so on, up to the use of the 

24th time step to predict traffic at the 24th observation point. 

Table 2 - Temporal baseline hyperparameters 

 

 FCSN: The FCSN model hyperparameters are illustrated in Table 3. The lowest loss 

validation was obtained by using MSE as a loss function, Adam optimizer, and a 

learning rate of 0.001. The best prediction results were obtained by utilizing RELU 

activation and 512 neurons in tbh 80he hidden layer. 

Table 3 - FCSN Hyperparameters. 

 

 1DCNN: Table 4 shows the hyperparameters used in the 1DCNN model. Using MSE 

as the loss function, Adam's optimizer, and a learning rate of 0.001, the lowest 

validation loss is observed. 1DCNN achieves the best results by leveraging a kernel 

size of 6, RELU activation function, and 256 filters in the Conv1D layer. 
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Table 4 - 1DCNN Hyperparameters. 

 

 SSLSTM: Tuning the hyperparameters of the SSLSTM model is illustrated in Table 

5. Validation loss has the lowest number when using MSE as a loss function, Adam 

optimizer, and 0.001 learning rate. In addition, the best results were obtained using 32 

LSTM units and none dropped out. 

Table 5 - SSLSTM Hyperparameters. 

 

 ARLSTM: Table 6 illustrates that the lowest validation loss in the ARLSTM model is 

obtained by using MSE as a loss function, Adam optimizer, learning rate of 0.001, 

and 32 LSTM units. 

Table 6 - ARLSTM Hyperparameters. 

 

Predictions with the baseline model in the "5161 grid" are illustrated in Figure 19, 

Figure 20, Figure 21, Figure 22, and Figure 23. In addition, the global work of the prediction 

plan is evaluated on the test set. FCSN and 1DCNN have proportionate work, but 1DCNN is 

a smaller system with fewer parameters.  

 

Figure 18 - Illustration of carriage sharing, validation, and test set for "grid 5161" 

normalized internet traffic 
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Figure  19 - Prediction of the base model on "grid 5161" normalized internet traffic. 

 

Figure 20 - FCSN model prediction on "5161 grid" normalized internet traffic. 
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Figure 21 - 1DCNN model prediction on "grid 5161" normalized internet traffic. 

 

Figure 22 - Prediction of the SSLSTM model on "grid 5161" normalized internet 

traffic. 



 
 
122 
   p-ISSN : 2087-0868    e-ISSN :  2598-9707 

JURNAL ILMIAH TEKNOLOGI INFORMASI DAN KOMUNIKASI (JTIK) VOL 13, No.2, September 2022,  

pp. 102 – 131 
 
 
 
 

 

Figure 23 - Prediction of the ARLSTM model on "grid 5161" normalized internet 

traffic. 

 

Table 7 - Average MAE for all features in all grids 

The predictive performance of temporal models including temporal baseline, FCSN, 

1DCNN, and SSLSTM was investigated. The ARLSTM model is not used for the prediction 

of certain types of mobile traffic. The ARLSTM model fails in mobile traffic forecasting 

when the number of features decreases as the model output is fed back at each phase to be 

used as input for the forecast of the next time track. The temporal models of cellular traffic 

forecasts for certain types of cellular traffic including internet, sms, and calls are summarized 

in Table 8. Based on the table, 1DCNN outperforms other models with the smallest MAE and 

RMSE. But for sms prediction, the three models have comparable performance. In terms of 

call traffic prediction, the work of the SSLSTM model is marginally improved than other 

temporal models. However, the 1DCNN model has a smaller model size with less complexity 

and is more adequate to use for edge computing deployments. 
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Figure 24 - MAE distribution of the proposed model across all grids. 

 

Table 8 - Predictions of mobile traffic temporal models 

In this spatial distribution, high MAE is shown in red and low MAE is depicted in 

blue. Therefore, a darker blue color represents less error. Finally, to get a comprehensive 

assessment of the proposed forecasting model. As an outlook, the base model was the fastest 

with a run-time of 0.31 seconds, and the ARLSTM had a great hanging time of 24.31s. the 

FCSN and 1DCNN have been confirmed in table 9, which have significant differences in 

execution time compared to the LSTM approach. 
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Figure 25 - dimensional delivery of MAE for prediction models of FCSN. 

 

Table 9 - Execution time of the proposed prediction model 

Spatiotemporal mobile traffic prediction 

For spatiotemporal mobile traffic prediction, 70% of the dataset (1040 CDR) was 

used for the instruction set 298 records for the verification set and 149 records for the test set. 

In addition, Min-Max scaling is applied to the data set to scale the input range between the 

ranges in [0, 1]. The 2D-ConvLSTM model is trained considering 500 epochs with early 

termination monitoring for loss of validation. The optimizer Adam and MAE as a loss 

function is used during the training process. Internet, sms, and call predictions using the 2D-

ConvLSTM model in all grids for 61-time steps are depicted in Figure 26, Figure 30, and 

Figure 28, respectively. Internet cellular traffic, sms, and calls’ performance for the 

spatiotemporal baseline and 2D-ConvLSTM are presented in Table 10. In addition, the 

proposed model execution time on all types of mobile traffic including internet, sms, and 

calls is illustrated in Table 11. 
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Table 10 - 2D-ConvLSTM Hyperparameters. 

 

Table 11 - Different types of mobile traffic performance 

 

Table 12 - The proposed model execution time on other varieties of traffic 
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Figure 26 - Internet prediction performance of 2D-ConvLSTM at 61-time steps. 
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Figure 27 - 2D-ConvLSTM sms prediction performance at 61-time steps. 

 

Figure 28 - 2D-ConvLSTM call prediction performance at 61-time steps. 

Another factor that contributes to the success of the proposed model may be 

implementing a new measure named "count" along with "sms", "calls", and "internet" as 

model inputs. Utilizing counts helps predict different types of mobile traffic more accurately 

because it shows the total of files at a given pace for a given network's generative force. 

 

CONCLUSION 

The main focus Of this study is the prediction of mobile traffic 24 hours ahead by 

utilizing temporal and spatiotemporal approaches and the predictive work of a lot of neural 

network models is assessed. The special temporal framework consists of FCSN, 1DCNN, 

SSLSTM, and ARLSTM. For the spatiotemporal framework, the 2D-ConvLSTM model is 

proposed to forecast cellular traffic for 24 hours next. Among the temporal models, FCSN 

and 1DCNN have proportionate work with the smallest MAE. Nonetheless, 1DCNN is a 

smaller network with less number of parameters. In addition, the proposed 1DCNN has lower 

complication and exhibits a lower hit time for forecasting the traffic in 24-hour next. In terms 

of spatiotemporal prediction, the proposed 2DConvLSTM model shows better performance 

for predicting all three types of mobile traffic, including internet, sms, and calls compared to 
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temporal analysis showing the effectiveness of incorporating data dependencies in traffic 

prediction. It is important to recognize the ability demands of every slice and how these 

requirements vary supplementary. Accurate model predictions help avoid provisioning 

shortfalls that lead to poor network slice performance and poor QoS for users. In addition, 

over-provisioning can result in costs for infrastructure providers. Therefore, since dynamic 

adjustment of resource allocation to network slices in a 5G network is required, predicting the 

traffic profile of each slice is very important. 

The results of this study indicate that “FCSN” and “1DCNN” it has proportionate 

conduct on time series models. Nonetheless, the SSLSTM model outperforms other temporal 

models in terms of MAE and RMSE metrics in terms of call traffic forecasting. Regarding 

sms traffic, SSLSTM has the lowest MAE while FCSN is better in terms of RMSE. 

Moreover, 1DCNN outperforms other temporal models for forecasting internet traffic in 

terms of MAE and RMSE. In addition, the expected 1DCNN is less complex and has a quick 

execution time to predict the traffic for 24 hours next. Therefore, it is expected that network 

optimization and more effective resource allocation can be carried out by predicting cellular 

traffic through the proposed 2D-ConvLSTM model. 

Suggestions For Future Research 

In future work, the prediction performance can be improved and the deployment of 

the 2D-ConvLSTM model in 5G networks can be optimized automatically. The costs 

incurred by MNO to allocate resources to each slice before and after using the 2D-

ConvLSTM model for mobile traffic forecasting can also be calculated and compared. Future 

research may utilize other data sets to measure the model generalizability of the proposed 

spatiotemporal 2D-ConvLSTM model. A potential next step is to use more historical data that 

can be used to estimate different types of mobile traffic. Mobile traffic prediction on holidays 

will help MNO in terms of appropriate resource allocation before different holidays every 

year. In addition, the predictive ability of the proposed model over a longer time frame will 

be tested in future work. Additionally, Pruning and optimizing models for edge applications 

can also be explored. Statistical analysis to identify extreme values and consider how the 

proposed model can handle outliers and consider network performance influences such as 

latency in mobile traffic prediction. 
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